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SiFive Rolls 
Out RISC-V 
Cores 
Aimed at 
Generative 
AI and ML 

RISC-V



In order to play the role of an insane and mentally depressed person the movie “Joker”, Joaquin 
Phoenix becomes a full stack developer for a month. Did you Know ?



Black Hat: AI As An Attack Method
AUG 1, 2017

https://www.isssource.com/black-hat-ai-as-an-attack-method/

WormGPT: New AI Tool Allows Cybercriminals to Launch 
Sophisticated Cyber Attacks
�Jul 15, 2023

PROMPT INJECTION: AN AI-TARGETED ATTACK

https://thehackernews.com/2023/07/wormgpt-new-ai-tool-allows.html
https://thehackernews.com/2023/07/wormgpt-new-ai-tool-allows.html


The Economist Korea, one of the first to report on the data leaks, described the first incident as involving an engineer who 
pasted buggy source code from a semiconductor database into ChatGPT, with a prompt to the chatbot to fix the errors. 

In the second instance, an employee wanting to optimize code for identifying defects in certain Samsung equipment 
pasted that code into ChatGPT. 

The third leak resulted when an employee asked ChatGPT to generate the minutes of an internal meeting at Samsung.

Nightmare continues 

… Wait until somebody loaded a 3-party GENAI evil tool against your GITHUB

https://economist.co.kr/article/view/ecn202303300057?s=31










Midjourney’s idea of a knowledge 
graph chatbot.





https://github.com/Stability-AI/generative-models



Hallucination is worse for InstructGPT 
(RLHF + SFT) compared to just SFT 
(Ouyang et al., 2022)



Out of Domain

Toxicity Bias

Third Party Applications
            (Agents)



Unsupervised, Supervised Fine Tuning and Reinforcement Learning from Human Feedback



State of Gen AI 2023



Which U.S. Workers Are 
More Exposed to AI on 
Their Jobs?
About a fifth of all workers 
have high-exposure jobs; 
women, Asian, college-
educated and higher-paid 
workers are more exposed. 
But those in the most 
exposed industries are more 
likely to say AI will help 
more than hurt them 
personally

Source

A.I. is on a collision course 
with white-collar, high-paid 
jobs — and with unknown 
impact

Summary 

https://www.pewresearch.org/social-trends/2023/07/26/which-u-s-workers-are-more-exposed-to-ai-on-their-jobs/
https://www.cnbc.com/2023/07/31/ai-could-affect-many-white-collar-high-paid-jobs.html








AI 101



Perception : ML Products are mostly about ML



Reality : ML Requires DevOPS lots of it.



Vectors 101



Vectors 101



Vectors 101



RAW Corpus Quality Filtering De-Duplication Privacy 
Reduction Tokenization Ready to 

Pre-Train

• Language Filtering
• Metric Filtering
• Statistic Filtering
• Keyword Filtering

• Sentence Level
• Document Level
• Set Level

• Detect Personal 
Identifiable 
Information (PII)

• Remove PII

• Reuse Existing 
Tokenizer

• Sentence Piece
• Byte-Level BPE

Data Pre-Processing Pipeline

Alice is writing a paper about 
LLMs $@% Alice is writing a 

paper about LLMs

Alice is writing a paper about 
LLMs Alice is writing a paper 

about LLMs

Replace : [Alice] is writing a 
paper about LLMs

Encode : [Somebody] is 
writing a paper about LLMs 32, 145, 66, 79, 12, 56 ..

Word2VEC

Instructor Embeddings

Llama EmbeddingsEncoder Models

OpenAI : text-embedding-ada-002 model

Vectors 101



Source : Lance Blog

Key Components for Building RAG based applications:

https://blog.lancedb.com/context-aware-chatbot-using-llama-2-lancedb-as-vector-database-4d771d95c755




Use CASE : AI Intelligent OPS for Pharma Distribution
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Continuum to Unlock Digital Innovation





MLOPS Eco-System  

Business 
Stakeholders• Continuous integration for ML : CML

• Manage environments : Kubernetes
• Infrastructure as code : Terraform and Docker
• Data as Code : DVC

MLOps isn't a platform- it's an ecosystem 
of tools. CML helps you bring your 
favorite DevOps tools to machine 
learning.



Practicing data-centric AI can look like this:
1. Train initial ML model on original dataset.
2. Utilize this model to diagnose data issues (via cleanlab methods) 

and improve the dataset.
3. Train the same model on the improved dataset.
4. Try various modeling techniques to further improve 

performance.

Most folks jump from Step 1 → 4, but you may achieve big gains 
without any change to your modeling code by using cleanlab! 
Continuously boost performance by iterating Steps 2 → 4 (and try to 
evaluate with cleaned data). Source : Cleanlabblog

https://github.com/cleanlab/cleanlab
https://cleanlab.ai/blog/data-centric-ai/


API Gateway

Key Management
Enterprise 
Services

Integrations

Goals based 
Planning

Portfolio 
Construction

Next best actions - 
Advisers

Next best actions - 
Clients

Budgeting

Wellness

Automated Advice Engine

Master Data Management

External 
Data 

Sources

Market 
Data

Internal 
Data 

Sources

Interoperability Layer

Client Workstation Advisor Workstation

Multi-Channel Access
(Digital, Analog, IOT and Physical)

Wealth managers are transitioning to 
digitally enabled, scalable platforms to 
empower clients and advisers with 
compelling experiences

Investor Clients Advisor Coaches

Integrated client and 
advisor experiences

Sentient, Intelligent and 
Engaging

Human Trusted and 
Transparent 

Highly Automated Modern 
and Frictionless

Digital Wealth Management

Data 
Lakehouse Security and Governance





MLOPS Emergency App Stack



Tech Stack



LLM Technology Stack Choices



GEN-AI Service Development



ML Tech Stack and Security Risk Management



NeMO Guardrails



Deepchecks
Tests for Continuous Validation of ML Models & Data. Deepchecks is a holistic open-source solution for all of your AI & 
ML validation needs, enabling to thoroughly test your data and models from research to production.

Deepchecks includes:

•Deepchecks Testing (Quickstart, docs):
• Running built-in & your own custom Checks and Suites for Tabular, NLP 

& CV validation (open source).
•CI & Testing Management (Quickstart, docs):

• Collaborating over test results and iterating efficiently until model is 
production-ready and can be deployed (open source & managed 
offering).

•Deepchecks Monitoring (Quickstart, docs):
• Tracking and validating your deployed models behavior when in 

production (open source & managed offering).

https://github.com/deepchecks/deepchecks
https://docs.deepchecks.com/stable/?utm_source=github.com&utm_medium=referral&utm_campaign=readme&utm_content=components
https://github.com/deepchecks/deepchecks
https://docs.deepchecks.com/stable/general/usage/ci_cd.html?utm_source=github.com&utm_medium=referral&utm_campaign=readme&utm_content=components
https://github.com/deepchecks/deepchecks
https://docs.deepchecks.com/monitoring/stable/?utm_source=github.com&utm_medium=referral&utm_campaign=readme&utm_content=components




http://www.sentima.io



Phoenix Functionality 

Discover How Embeddings Represent Your Data: Map structured features onto embeddings for deeper insights into how embeddings represent your data. 
Evaluate LLM Tasks: Troubleshoot tasks such as summarization or question/answering to find problem clusters with misleading or false answers. 
Find Clusters of Issues to Export for Model Improvement: Find clusters of problems using performance metrics or drift. Export clusters for fine-tuning workflows. 
Detect Anomalies: Using LLM embeddings 
Surface Model Drift and Multivariate Drift: Use embedding drift to surface data drift for generative AI, LLMs, computer vision (CV) and tabular models.
Easily Compare A/B Datasets: Uncover high-impact clusters of data points missing from model training data when comparing training and production datasets. 

Phoenix is an Open Source ML 
Observability library carefully 
designed for the Notebook. The 
toolset is designed to ingest 
inference data for LLMs, CV, NLP 
and tabular datasets. It allows Data 
Scientists and AI Engineers to 
quickly visualize their inference 
data, monitor performance, track 
down issues & insights, and easily 
export to improve. 

Phoenix ML Observability in a Notebook
Phoenix provides ML insights at lightning speed with zero-config observability for model drift, performance, and data quality.

file:///phoenix/concepts/phoenix-basics
file:///phoenix/concepts/phoenix-basics
file:///phoenix/reference/open-inference
file:///phoenix/concepts/llm-observability


• The European Union’s AI Act is the first 
comprehensive set of regulations for the artificial 
intelligence industry.

• The law proposes requiring generative AI systems, 
such as ChatGPT, to be reviewed before commercial 
release. It also seeks to ban real-time facial 
recognition.

• It comes as global regulators are racing to get a handle 
on the technology and limit some of the risks to 
society, including job security and political integrity.



• Automated resume screeners that read job applications and recommend the best candidates for an open role
• Matchmaking algorithms that scour millions of job postings to recommend roles to candidates—and vice versa
• Social media scrapers that collect data on applicants to compile personality profiles based on what they’ve found online
• AI-based chatbots that ask candidates questions about their qualifications, then decide if they’ll proceed in the interview process
• Algorithmic video platforms that have candidates answer interview questions on camera, record their replies, transcribe their 

responses, and analyze their vocal or facial patterns for subjective traits like “openness” or “conscientiousness”
• Logic games that purport to identify qualities like “risk-taking” or “generosity”

https://qz.com/work/1742847/pymetrics-ceo-frida-polli-on-the-ai-solution-to-hiring-bias


On January 26, 2023, NIST released the AI Risk 
Management Framework (AI RMF 1.0) along with a 
companion NIST AI RMF Playbook, AI RMF Explainer 
Video, an AI RMF Roadmap, AI RMF Crosswalk, and 
various Perspectives.

AI RMF 1.0

https://www.nist.gov/news-events/news/2023/01/nist-risk-management-framework-aims-improve-trustworthiness-artificial
https://doi.org/10.6028/NIST.AI.100-1
https://doi.org/10.6028/NIST.AI.100-1
https://airc.nist.gov/AI_RMF_Knowledge_Base/Playbook
https://www.nist.gov/video/introduction-nist-ai-risk-management-framework-ai-rmf-10-explainer-video
https://www.nist.gov/video/introduction-nist-ai-risk-management-framework-ai-rmf-10-explainer-video
https://www.nist.gov/itl/ai-risk-management-framework/roadmap-nist-artificial-intelligence-risk-management-framework-ai
https://www.nist.gov/itl/ai-risk-management-framework/crosswalks-nist-artificial-intelligence-risk-management-framework
https://www.nist.gov/itl/ai-risk-management-framework/perspectives-about-nist-artificial-intelligence-risk-management


•ML01:2023 Adversarial Attack
•ML02:2023 Data Poisoning Attack
•ML03:2023 Model Inversion Attack
•ML04:2023 Membership Inference Attack
•ML05:2023 Model Stealing
•ML06:2023 Corrupted Packages
•ML07:2023 Transfer Learning Attack
•ML08:2023 Model Skewing
•ML09:2023 Output Integrity Attack
•ML10:2023 Neural Net Reprogramming

OWASP Machine Learning Security Top Ten

https://owasp.org/www-project-machine-learning-security-top-10/docs/ML01_2023-Adversarial_Attack.html
https://owasp.org/www-project-machine-learning-security-top-10/docs/ML02_2023-Data_Poisoning_Attack.html
https://owasp.org/www-project-machine-learning-security-top-10/docs/ML03_2023-Model_Inversion_Attack.html
https://owasp.org/www-project-machine-learning-security-top-10/docs/ML04_2023-Membership_Inference_Attack.html
https://owasp.org/www-project-machine-learning-security-top-10/docs/ML05_2023-Model_Stealing.html
https://owasp.org/www-project-machine-learning-security-top-10/docs/ML06_2023-Corrupted_Packages.html
https://owasp.org/www-project-machine-learning-security-top-10/docs/ML07_2023-Transfer_Learning_Attack.html
https://owasp.org/www-project-machine-learning-security-top-10/docs/ML08_2023-Model_Skewing.html
https://owasp.org/www-project-machine-learning-security-top-10/docs/ML09_2023-Output_Integrity_Attack.html
https://owasp.org/www-project-machine-learning-security-top-10/docs/ML10_2023-Neural_Net_Reprogramming.html
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