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Powerful Pipelines

In Haystack 2.0, pipelines are dynamic computation graphs that support:

• 🚦 Control flow: Need to run di<erent components based on the 
output of another? Not a problem with 2.0.

• ➿ Loops: Implement complex behavior such as self-correcting flows 
by executing parts of the graph repeatedly.

• 🎛 Data flow: Consume it only where you need it. Haystack 2.0 only 
exposes data to components which need it - benefiting speed and 
transparency.

• ✅ Validation and type-checking: Ensures all components in your 
pipeline are compatible even before running it.

• 💾 Serialization: Save and restore your pipelines from di<erent 
formats.

Haystack is an open source 
framework for building production-
ready LLM applications, retrieval-
augmented generative 
pipelines and state-of-the-art 
search systems that work 
intelligently over large document 
collections. 

https://haystack.deepset.ai/overview/intro

https://docs.haystack.deepset.ai/v2.0/docs/pipelines
https://haystack.deepset.ai/overview/intro
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Phi-3.5 Small Language Model (SLM)

Aug 21st 2024



Phi-3.5 Small Language Model (SLM)

The Phi-3.5 Mini Instruct is a compact AI model with 3.8 billion parameters. It’s designed for 
efficient instruction processing and supports a 128k token context length. It excels in 
environments with limited memory or computational resources. This makes it ideal for code 
generation, solving math problems, and logical reasoning.

Despite its smaller size, this model achieves impressive results in multilingual and multi-turn 
conversations, showcasing notable advancements over its predecessors. It performs 
exceptionally well on various benchmarks, often surpassing other models of similar size, like 
Llama-3.1-8B-instruct and Mistral-7B-instruct, particularly in the RepoQA benchmark, which 
evaluates long-context code understanding.

Aug 21st 2024



Phi-3.5 Small Language Model (SLM)

The Phi-3.5 MoE (Mixture of Experts) model marks a novel approach from the 
company, integrating multiple specialized models into a single framework. With an 
architecture supporting 42 billion parameters and a 128k token context length, it o<ers 
scalable performance for complex tasks.

However, it actively utilizes only 6.6 billion parameters. This model is tailored for 
advanced reasoning tasks, including code generation, mathematical problem solving, 
and multilingual comprehension. It frequently outperforms larger models in targeted 
benchmarks, such as RepoQA, demonstrating its e<iciency in specific areas.

Aug 21st 2024

The model has been trained on selective set of languages listed here: Arabic, Chinese, Czech, 
Danish, Dutch, English, Finnish, French, German, Hebrew, Hungarian, Italian, Japanese, Korean, 
Norwegian, Polish, Portuguese, Russian, Spanish, Swedish, Thai, Turkish and Ukrainia





Phi-3.5 Small Language Model (SLM)

Phi-3.5 Vision Instruct rounds out the Phi-3.5 series with its ability to process both 
text and images. This multimodal model excels in a variety of tasks. Tasks like image 
interpretation, optical character recognition, understanding charts and tables, and 
summarizing videos. It shares the 128k token context length of its Phi-3.5 
counterparts, allowing it to handle intricate, multi-frame visual tasks e<iciently.

 Microsoft trained the Vision Instruct model on a mix of synthetic and carefully curated 
publicly available datasets, emphasizing high-quality, data-rich reasoning 
capabilities.

Aug 21st 2024



Phi-3.5 Small Language Model (SLM)
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Phi-3.5 Small Language Model (SLM)

https://techcommunity.microsoft.com/t5/ai-azure-ai-services-blog/discover-the-new-
multi-lingual-high-quality-phi-3-5-slms/ba-p/4225280

https://techcommunity.microsoft.com/t5/ai-azure-ai-services-blog/discover-the-new-multi-lingual-high-quality-phi-3-5-slms/ba-p/4225280
https://techcommunity.microsoft.com/t5/ai-azure-ai-services-blog/discover-the-new-multi-lingual-high-quality-phi-3-5-slms/ba-p/4225280


RAG makes sense when 
you have a custom 
knowledge base and want 
a standard ChatGPT-like 
interface on top of it. RAG 
has multiple components 
to it and can be tricky to 
get right. However, it's 
definitely easier to 
implement than fine-
tuning. 

Fine-tuning makes sense 
when you have several 
supervised examples of 
request responses and are 
looking for a particular 
format for your responses. 
That is if you want the 
model to adapt to a 
particular type of response. 
For example, you can fine-
tune a model to be good at 
a specific type of SQL code 
generation. 

RAG or Fine-Tuning ? 

There is a lot of confusion about when to apply which 
method. 







Graph Language

Source : Paper : https://arxiv.org/pdf/2408.08921

https://arxiv.org/pdf/2408.08921


https://microsoft.github.io/graphrag/

https://microsoft.github.io/graphrag/


Graph RAG pipeline using an LLM-derived graph index of source document text



Graph based Generation



Graph based Retrieval



Direct LLM RAG GraphRAG



GraphRAG
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https://medium.com/@fengruoh
ang/postgres-is-eating-the-
database-world-157c204dcfc4

Postgres is eating the database world

https://medium.com/@fengruohang/postgres-is-eating-the-database-world-157c204dcfc4
https://medium.com/@fengruohang/postgres-is-eating-the-database-world-157c204dcfc4
https://medium.com/@fengruohang/postgres-is-eating-the-database-world-157c204dcfc4


© 2024 Unovie Confidential



© 2024 Unovie Confidential

PostGresML

https://www.youtube.com/watch?v=kK3W2qpVa8E&t=3s.  <<<< Watch This Video

https://medium.com/pythoneers/postgresml-open-source-python-library-for-training-
and-deploying-ml-models-in-postgresql-via-sql-6fea87081ab5

https://www.datacamp.com/tutorial/postgresml-tutorial-machine-learning-with-sql

https://www.infoq.com/presentations/ml-postgresml/

Open-source Python Library for Training and Deploying ML 
Models in PostgreSQL via SQL Queries

https://www.youtube.com/watch?v=kK3W2qpVa8E&t=3s
https://www.youtube.com/watch?v=kK3W2qpVa8E&t=3s
https://medium.com/pythoneers/postgresml-open-source-python-library-for-training-and-deploying-ml-models-in-postgresql-via-sql-6fea87081ab5
https://medium.com/pythoneers/postgresml-open-source-python-library-for-training-and-deploying-ml-models-in-postgresql-via-sql-6fea87081ab5
https://www.datacamp.com/tutorial/postgresml-tutorial-machine-learning-with-sql
https://www.infoq.com/presentations/ml-postgresml/
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PostGresML Open-source Python Library for 
Training and Deploying ML Models in 
PostgreSQL via SQL Queries
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PostGresML Open-source Python Library for 
Training and Deploying ML Models in 
PostgreSQL via SQL Queries
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PostGresML Open-source Python Library for 
Training and Deploying ML Models in 
PostgreSQL via SQL Queries
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The average retrieval speed for RAG in seconds
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Korvus 

Korvus is an all-in-one, 
open-source RAG 
(Retrieval-Augmented 
Generation) pipeline 
built for Postgres. It 
combines LLMs, vector 
memory, embedding 
generation, reranking, 
summarization and 
custom models into a 
single query, 
maximizing 
performance and 
simplifying your search 
architecture.
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Korvus stands out by harnessing the full power of Postgres for RAG operations:

• Postgres-Native RAG: Korvus leverages Postgres' robust capabilities, allowing you to perform complex RAG 
operations directly within your database. This approach eliminates the need for external services and API calls, 
significantly reducing latency and complexity many times over.

• Single Query EXiciency: With Korvus, your entire RAG pipeline - from embedding generation to text generation - 
is executed in a single SQL query. This "one query to rule them all" approach simplifies your architecture and 
boosts performance.

• Scalability and Performance: By building on Postgres, Korvus inherits its excellent scalability and performance 
characteristics. As your data grows, Korvus grows with it, maintaining high performance even with large datasets.

⚡ Key Features

• Simplified Architecture: Replace complex service oriented architectures with a single, powerful query.
• High Performance: Eliminates API calls and data movement for faster processing and greater reliability.
• Open Source: Improve your developer experience with open source software and models that run locally in 

Docker too.
• Multi-Language Support: Use Korvus with Python, JavaScript and Rust. Open an issue to vote for other language 

support.
• Unified Pipeline: Combine embedding generation, vector search, reranking, and text generation in one query.
• Postgres-Powered: Under the hood, Korvus operations are powered by e<icient SQL queries on a time-tested 

database platform.



© 2024 Unovie Confidential

https://tembo.io/blog/postgres-connection-poolers

https://postgresml.org/blog/scaling-postgresml-to-1-
million-requests-per-second

Scaling PostgresML to 1 Million 
Requests per Second

Addressing horizontal scalability 
concerns, we've benchmarked 
PostgresML and ended up with an 
incredible 1 million requests per second 
using commodity hardware.

https://postgresml.org/blog/scaling-postgresml-to-1-million-requests-per-second
https://postgresml.org/blog/scaling-postgresml-to-1-million-requests-per-second
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Guidance is an efficient programming paradigm for steering language models. 

Guidance is a proven open-source Python library for controlling outputs of any language model (LM). 
With one API call, you can express (in Python) the precise programmatic constraint(s) that the model 
must follow and generate the structured output in JSON, Python, HTML, SQL, or any structure that the 
use case requires.

Guidance differs from conventional prompting techniques. It enforces constraints by steering the 
model token by token in the inference layer, producing higher quality outputs and reducing cost and 
latency by as much as 30–50% when utilizing for highly structured scenarios.

https://github.com/microsoft/Phi-3CookBook/blob/main/code/01.Introduce/guidance.ipynb

https://github.com/guidance-ai/guidance

https://github.com/microsoft/Phi-3CookBook/blob/main/code/01.Introduce/guidance.ipynb
https://github.com/guidance-ai/guidance


Simulation Parameters

1) The performance gain of the proposed framework stems from dynamically adjusting the mAP of the edge model and the cloud model via model 
evolution and data uploading, so as to maximize the overall mAP of the framework. 

2) The edge model handles the majority of tasks with small communication bandwidth and large data size, where most of the bandwidth is allocated 
to small model updating. 

3) The cloud model handles the majority of tasks with large communication bandwidth and small data size, with most of the bandwidth allocated to 
residual mapping data uploading.     

Large Models for Aerial Edges: An Edge-Cloud Model 
Evolution and Communication Paradigm (paper : Aug 2024)

mAP : Mean Average Precision

https://arxiv.org/pdf/2408.04927


Data sent to Server. 
Service decides on use

Data Stays within Enclave, 
governed by hardware 
enforced policy

Now 
Once personal data leaves your device, 
you lose control of what happens to it. 
Leaving you exposed to potential misuse

With Enclaves
Personal Data remain in Enclaves obeying 
the rules that you control, resetting the 
user: service value exchange.

Google’s Project OAK
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The Fine-tuning 
Leaderboard shows the 
performance of each 
model aggregated across 
31 dis;nct tasks. You can 
evaluate the performance 
pre and post fine-tuning 
by selec;ng the base or 
fine-tuned model buBon 
at the top. Remarkably, 
most of the fine-tuned 
open-source models 
surpass GPT-4 with Llama-
3, Phi-3 and Zephyr 
demonstra;ng the 
strongest performance.

https://predibase.com/fine-tuning-index
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PEFT (parameter-efficient fine-tuning) is a method 
for training large language models (LLMs) by 
upda;ng only a small number of parameters 
during training.

LoRA (Low-rank Adapta;on) is a popular PEFT 
technique that uses low-rank decomposi;on to 
reduce the number of trainable parameters in 
LLMs. This reduc;on in parameters makes fine-
tuning more efficient and prac;cal, with lower 
memory consump;on and reduced 
computa;onal and storage costs

LoRA's approach is to freeze the original weights and introduce new parameters into the model to train through. It 
does this by decomposing weight matrices into two smaller matrices, which can be trained to adapt to new data 
while keeping the overall number of changes low.

For example, a weight upda;on matrix of 200 x 3 and 3 x 500 can be decomposed into 2100 trainable parameters, 
which is only 2.1% of the total number of parameters.

LoRA can also be applied to specific layers only, further reducing the number of parameters. As a result, the files can 
be as small as 8MB, making it much easier and faster to load, apply, and transfer the learned models.
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https://predibase.com/blog/how-to-create-an-sql-
copilot-by-fine-tuning-llms-with-synthetic-data

https://gretel.ai/videos/how-to-generate-synthetic-data-with-gretel
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https://github.com/mlabonne/llm-datasets

High-quality datasets, tools, and concepts for LLM fine-tuning.

👍 What is a good dataset?
Data is the most valuable asset in LLM development. While datasets can't be directly evaluated like models, 
high-quality datasets have the following characteristics:

• Accuracy: Samples should be factually correct, helpful to users, and well-written. Answers should also be 
relevant to their corresponding instructions.

• Diversity: You want to cover as many use cases as possible to ensure proper instruction-following and 
relevant answers. This requires a wide range of topics, contexts, lengths, writing styles, etc. sampled in a 
representative way.

• Complexity: Answers should be nontrivial and a/ representative of tasks you expect the model to handle or b/ 
include complex tasks involving multi-step reasoning, planning, etc.

Measuring accuracy can be easy in the case of mathematical problems using a Python interpreter, or near-
impossible with open-ended, subjective questions. On the other hand, clustering datasets by topic is a good way 
of measuring diversity. Finally, complexity can be assessed using other LLMs acting like judges.
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A Llama-3-8B model fine-tuned on a subset of the synthe;c text-to-SQL data outperforms the base model by a wide margin on 
the BIRD-SQL benchmark, delivering an overall li] of 167% and a li] of more than 467% on challenging ques;ons.
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LoRAX (LoRA eXchange) is a framework that allows users to serve thousands of 
fine-tuned models on a single GPU, dramatically reducing the cost of serving 
without compromising on throughput or latency.

•🚅 Dynamic Adapter Loading: include any fine-tuned LoRA adapter 
from HuggingFace, Predibase, or any filesystem in your request, it will be loaded just-in-time 
without blocking concurrent requests. Merge adapters per request to instantly create powerful 
ensembles.
•🏋 Heterogeneous Continuous Batching: packs requests for different adapters together into 
the same batch, keeping latency and throughput nearly constant with the number of 
concurrent adapters.
•🧁 Adapter Exchange Scheduling: asynchronously prefetches and offloads adapters between 
GPU and CPU memory, schedules request batching to optimize the aggregate throughput of 
the system.
•👬 Optimized Inference: high throughput and low latency optimizations including tensor 
parallelism, pre-compiled CUDA kernels (flash-attention, paged attention, SGMV), quantization, 
token streaming.
•🚢 Ready for Production prebuilt Docker images, Helm charts for Kubernetes, Prometheus 
metrics, and distributed tracing with Open Telemetry. OpenAI compatible API supporting multi-
turn chat conversations. Private adapters through per-request tenant isolation. Structured 
Output (JSON mode).
•🤯 Free for Commercial Use: Apache 2.0 License. Enough said

https://loraexchange.ai/models/adapters.md
https://loraexchange.ai/models/adapters.md
https://loraexchange.ai/models/adapters.md
https://loraexchange.ai/guides/merging_adapters/
https://arxiv.org/abs/2307.08691
https://arxiv.org/abs/2309.06180
https://arxiv.org/abs/2310.18547
https://loraexchange.ai/guides/structured_output/
https://loraexchange.ai/guides/structured_output/
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Serving a fine-tuned model with LoRAX consists of two components:

•Base Model: pretrained large model shared across all adapters.
•Adapter: task-specific adapter weights dynamically loaded per 
request.

LoRAX supports a number of Large Language Models as the base model   
including Llama (including CodeLlama), Mistral (including Zephyr), 
and Qwen. See Supported Architectures for a complete list of 
supported base models.

Base models can be loaded in fp16 or quantized 
with bitsandbytes, GPT-Q, or AWQ.

Supported adapters include LoRA adapters trained using 
the PEFT and Ludwig libraries. Any of the linear layers in the model 
can be adapted via LoRA and loaded in LoRAX.

https://loraexchange.ai/models/base_models/
https://loraexchange.ai/models/adapter.md
https://huggingface.co/meta-llama
https://huggingface.co/codellama
https://huggingface.co/mistralai
https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
https://huggingface.co/Qwen
https://loraexchange.ai/models/base_models/
https://arxiv.org/abs/2210.17323
https://arxiv.org/abs/2306.00978
https://github.com/huggingface/peft
https://ludwig.ai/
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https://loraexchange.ai/

from lorax import Client

client = Client("http://127.0.0.1:8080")

# Prompt the base LLM
prompt = "[INST] Natalia sold clips to 48 of her friends in April, and then she sold half as many clips 
in May. How many clips did Natalia sell altogether in April and May? [/INST]"
print(client.generate(prompt, max_new_tokens=64).generated_text)

# Prompt a LoRA adapter
adapter_id = "vineetsharma/qlora-adapter-Mistral-7B-Instruct-v0.1-gsm8k"
print(client.generate(prompt, max_new_tokens=64, adapter_id=adapter_id).generated_text)

pip install lorax-client
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SGLang tackles a set of known challenges in LLM applica5ons with a fresh approach. 
When we think about the elements There are several areas where LLM programming 
can be improved:
• Caching: In LLM programs, caching the computed KV cache from previous tokens 

can minimize repeated calcula5ons when mul5ple text segments and genera5on 
calls are involved.

• Batching: Since LLMs are primarily memory-bound, increasing batch sizes can 
significantly boost throughput. Employing con5guous batching techniques is also 
beneficial.

• Sharing: LLM programs oKen need to generate mul5ple outputs from a single 
prompt or branch out to a new prompt. Developing more sophis5cated sharing 
paMerns can enhance efficiency.

• Parallelism: By crea5ng a dependency graph for genera5on calls within an LLM 
program, independent calls can be executed simultaneously, enhancing 
parallelism within the program.

• Compila4on: Full programs can be compiled into an op5mized intermediate 
representa5on for more efficient execu5on. Aggressive op5miza5ons, such as 
adjus5ng prompts based on test cases, can further enhance performance.

SGLang: LMSys New Framework for Super Fast LLM Inference

SGLang is a fast serving framework for large 
language models and vision language models. It 
makes your interaction with models faster and 
more controllable by co-designing the backend 
runtime and frontend language.

The core features include:

• Fast Backend Runtime: E@icient serving with 
RadixAttention for prefix caching, jump-forward 
constrained decoding, continuous batching, 
token attention (paged attention), tensor 
parallelism, flashinfer kernels, and quantization 
(AWQ/FP8/GPTQ/Marlin).

• Flexible Frontend Language: Enables easy 
programming of LLM applications with chained 
generation calls, advanced prompting, control 
flow, multiple modalities, parallelism, and 
external interactions.
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Achieving Faster Open-
Source Llama3 Serving with 
SGLang Runtime (vs. 
TensorRT-LLM, vLLM)
The SGLang Team, Jul 25, 2024

https://aflah02.substack.com/p/how-sglang-saved-me-days-of-time
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• Add --tp 2 to enable tensor parallelism. If it 
indicates peer access is not supported between 
these two devices, add --enable-p2p-
check option.

• python -m sglang.launch_server --model-path 
meta-llama/Meta-Llama-3-8B-Instruct --port 
30000 --tp 2 

• Add --dp 2 to enable data parallelism. It can also 
be used together with tp. Data parallelism is better 
for throughput if there is enough memory.

• python -m sglang.launch_server --model-path 
meta-llama/Meta-Llama-3-8B-Instruct --port 
30000 --dp 2 --tp 2

SGLANG : https://github.com/sgl-project/sglang/tree/main?tab=readme-ov-file#supported-models

Tensor Parallelism

Documentation : https://huggingface.co/docs/transformers/v4.15.0/en/parallelism
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https://www.deepspeed.ai/
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https://github.com/DefTruth/Awesome-LLM-Inference
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https://www.microsoft.com/en-us/research/blog/zero-deepspeed-new-system-optimizations-
enable-training-models-with-over-100-billion-parameters/

DeepSpeed
empowers 
ChatGPT-like model 
training with a 
single click, offering 
15x speedup over 
SOTA RLHF systems 
with unprecedented 
cost reducRon at all 
scales
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Coming out of UC Berkeley Sky Compu;ng Lab, we are building 
vLLM truly in open source with the Apache 2.0 license.

vLLM’s Future: A True Community Project
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The emerging U;lity network uses the 
BM1684x TPU chip from Sophon, suitable for 
various AI applica;ons. It excels in natural 
language processing, facial recogni;on, 
image genera;on, video structuring, and 
audio recogni;on, focusing on AI inference 
for cloud and edge with high computa;onal 
performance. 

The BM1684x chip, featuring 64 NPUs with a 
total of 1024 Execu;on Units, supports 
mainstream machine learning frameworks 
like PyTorch, ONNX, and TensorFlow, 
emphasizing high performance and energy 
efficiency.

Source link

https://medium.com/@utilitynet_community/google-geminis-tpu-chip-and-utility-s-tpu-chip-31411a49523c

